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1. In Clause (3)(5) “.. provide such information or assistance as asked by any government
agency or assistance ..” is very broad and could be potentially mis-used. The request
should be from “an agency authorized by the Government and by an officer not less than
.. [ specified cadre level].. “ to take ownership and responsibility of such requests.

2. In Clause (3)(5), “.. or investigation or detection or prosecution or prevention of
offence(s);” is again very broad and can be potentially mis-used. The offenses should be
related to State’s interest as specified under clauses (3)(2)(i) and (3)(2)(k) and shall be
modified to include such relevant offenses only.

3. In Clause (3)(5), “Any such request can be made in writing or through electronic means
stating clearly the purpose of seeking such information or assistance.”, though indicates
“purpose limitations”, it has to be augmented with the following: “Such request shall be
occasional and should not be concerned with entirety of electronic records but those that
are specific to the intended purpose.” This will limit the scope of such requests and force
the requesting entity/ officer to define the purpose of such request to be granular and not
very broad.

4. In Clause (3)(9), “.. tools or appropriate mechanisms, with appropriate controls, for
proactively identifying and removing ..”, imply that the intermediaries shall deploy
automated or manual mechanism to look through the electronic records and decide on
further action possibly based on the content of the message. While this shall be
deployed by the intermediaries, the “proactive monitoring” could be used for intentional
deletion or removal of messages by the intermediaries and might lead to discriminatory
behaviour. It is possible that intermediaries could use humans to look at the messages
for this purpose that might lead to biases creeping to segregation of messages. Further,
automated mechanisms (algorithms) could have implicit biases depending on the way
they were developed, and these could lead to bias in the classification of messages.
One way to minimize such intentions on the part of the intermediaries is to mandate the
intermediaries to publish the details of the mechanisms used for identifying, removing or
disabling periodically so that these are transparent to the users at large.

5. What happens when an authorized request by the State is incorrect? How can the victim
whose messages have been handed over by the intermediary to the State (police or
government official) be compensated? There is no provision on such grievance redressal
by the data subjects on the State either in the IT Act 2000 [ amended 2008] or the
Intermediary draft rules. This is precisely the reason why despite repeal of Section 66A
of the IT Act by the Honorable Supreme Court, arrests are being made on that account
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as recently reported by the Honorable Supreme Court itself. Except to file contempt
proceedings in the courts, the data subjects who fall victims to such action by the State
have no recourse. Hence we suggest a dispute appellate tribunal be formed, much
similar to Telecom Dispute Settlement Tribunal (TDSAT) or Data Protection Authority as
envisioned in the Data Protection Bill. This tribunal shall be an autonomous and
independent body that looks in to disputes regarding State’s request for information
capture, transfer, interception. If the results of the dispute settlement are against the
State, the associated requesting agency and the officer who ordered such request shall
be punishable with the imposition of fines. If India includes this as part of the IT Act
amendments, it will go a long way in protecting the interests of data subjects; make such
State requests purpose oriented and occasional; improve trust of the data subjects over
State surveillance; and be one of the first in the Worlds to include such legal provision.
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Rule Provision Feedback <

3(2) (b) | (2) Such rules and regulations, | Regulation 3(2) (b) requires social media
privacy policy terms and companies to prohibit content that is inter alia
conditions or user agreement | grossly harmful and obscene. These are ill-
shall inform the users of defined, subjective phrases and should be
computer resource not to host, | deleted. Pornography and invasion of privacy
display, upload, modify, are already covered
publish, transmit, update or
share any information that —

(b) is grossly harmful,
harassing, blasphemous,
defamatory, obscene,
pornographic, paedophilic,
libellous, invasive-of another's
privacy, hateful, or racially,
ethnically objectionable,
disparaging, relating or
encouraging money laundering
or-gambling, or otherwise
unlawful in any manner
whatever;

3(3) (f) | (f) deceives or misleads the The crossed out words (““ grossly offensive”)
addressee about the origin of should be deleted since they are ill-defined and
such messages or subjective:
communicates any information
which is grossly offensive or (f) deceives or misleads the addressee about
menacing in nature; the origin of such messages or communicates

any information which is gressly-offensive or
menacing in nature;

5 Regulation (5) When required | This provision as it stands now, violates the
by lawful order, the fundamental right to freedom of speech and
intermediary shall, within 72 expression guaranteed by the Constitution
hours of communication under Article 19, but giving the government to
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provide such information or
assistance as asked for by any
government agency or
assistance concerning security
of the State or cyber security;
or investigation or detection or
prosecution or prevention of
offence(s); protective or cyber
security and matters connected
with or incidental thereto. Any
such request can be made in
writing or through electronic
means stating clearly the
purpose of seeking such
information or any such
assistance. The intermediary
shall enable tracing out of such
originator of information on its
platform as may be required by
government agencies who are
legally authorised

silence anyone on social media by mere
executive action. Safeguards need to be built in
by making this subject to judicial approval. If
required, a special judicial authority may be set
up for this purpose. The UK has also set up a
commission independent of the Executive for
this purpose. Also, the power to trace out the
originator of the message violates the right to
privacy promulgated as a fundamental right
under the right to life and personal liberty
under Article 21 by the Supreme Court in
Justice KS Puttaswamy vs UOI 2017

Hence, we suggest that the following wording
should be inserted (given in bold):

Regulation (5) When required by lawful order,
the intermediary shall, within 72 hours of
communication provide such information or
assistance as asked for by any government
agency or assistance concerning security of
the State-or cyber security; or investigation or
detection orprosecution or prevention of
offence(s); protective or cyber security and
matters connected with or incidental thereto.
Anysuch request can be made in writing or
through electronic means stating clearly the
purpose of seeking such information or any
such assistance. The intermediary shall enable
tracing out of such originator of information
on its platform as may be required by
government agencies who are legally
authorised.

{Addition}

Each such order must be in writing, giving
reasons, and must be backed by the approval
of a court or appropriate judicial

authority which may be attached in scanned
copy where the request is sent by electronic
means

The intermediary upon
receiving actual knowledge in
the form of a court order, or on
being notified by the
appropriate Government or its
agency under section 79(3)(b)
of Act shall remove or disable
access to that unlawful acts
relatable to Article 19(2) of the

The following changes are suggested to protect
Right to freedom of expression under Article
19 of the Constitution. Before curtailing a
fundamental right, the government must take
judicial approval. Further, the government or
even a court cannot decide what is decent or
moral as it is a question of individual taste.
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Constitution of India such as in
the interests of the sovereignty
and integrity of India, the
security of the State, friendly
relations with foreign States,
public order, decency or
morality, or in relation to
contempt of court, defamation
or incitement to an offence, on
its computer resource without
vitiating the evidence in any
manner, as far as possible
immediately, but in no case
later than twenty-four hours in
accordance with sub-rule (6) of
Rule 3.

Further the intermediary shall
preserve such information and
associated records for at

least one hundred and eighty
days for investigation
purposes, or for such longer
period as may be required by
the court or by government
agencies who are lawfully
authorised.

The intermediary upon receiving actual
knowledge in the form of a court order, eren

be&g%eﬂﬁed%ﬁh&appmpﬁ&te—eevemmem

shall remove or disable access to that unlawful
acts relatable to Article 19(2) of the
Constitution of India such as in the interests of
the sovereignty and integrity of India, the
security of the State, friendly relations with
foreign States, public order, deceney-or
merality , or in relation to contempt of court,
defamation or incitement to an offence, on its
computer resource without vitiating the
evidence in any manner, as far,as possible
immediately, but in no case later than twenty-
four hours in accordance with sub-rule (6) of
Rule 3.

Further the intermediary shall preserve such
information andassociated records for at
least one hundred and eighty days for
investigation purposes, or for such longer
period-as may be required by the court or by
government agencies who are lawfully
authorised.

For further information, please contact:

aipcsouthmumbai@gmail.com or

Mr Mathew Antony
General Secretary
AIPC Maharashtra

Mr Sanjiv Batra
President

AIPC South Mumbai
Chapter

Mr Raghuvir Mukherji
AIPC Fellow
South Mumbai Chapter

Mob: 9870323964
Email:
mma@indasda.com

Mob: 9821131431
Email:

Sanjiv.b.batra@gmail.com

Mob: 9930183963
Email:
raghuvir.mukherji@gmail.com
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MIT/79/011

WIPRO'’s Inputs on

Draft Information Technology [Intermediaries Guidelines
(Amendment) Rules, 2018]

Background:

Online platforms are crucial drivers of innovation and growth in today’s digital era. They act as a
main access point in providing unprecedented access to information and other content through
social networks, blogging sites, search engines, and video-sharing platforms, and further, aid in
building closer ties between users and content through targeted advertising. The importance of
the internet in facilitating access to information, is therefore in no doubt. However, it does have
implication in the potential misuse of such online platforms and resulting in the increasing spread
of illegal content such as child pornography, child abuse, trafficking of human beings amongst
others and rising incidents of the spread of fake news.

The growing number of such incidents on an online forum not only undermines individuals’ trust
and confidence in the digital environment but also threatens or-poses significant adverse impacts
on economic and societal activities and cyber security. However, at the same time, the policies
that govern intermediary liability for communications (content) made over the internet has a
significant impact on user’s rights including freedom of speech and expression and privacy rights.
Therefore, there is a need to strike a balance between the needs of the government in
implementing effective cyber security measures to-ensure the security of networks and
information systems and that of other stakeholders:in creating an enabling environment for easy
dissemination of information, protecting freedom‘of expression and ensuring individuals’ right to
privacy.

Comments/Suggestions to the Draft Rules:

1. Issue: Definition of Appropriate Government under Section 2(b) of the Draft Rules

Current Scenario: At present, the Draft Amendment Rules, 2018 defines ‘appropriate
government’ to mean the definition provided in Section 2(e) of the IT Act, 2000 which makes a
broad and uncategorized reference to the State Government with respect to matters enumerated
in List Il and any State Law enacted in pursuance of List lll of the Seventh schedule of the
Constitution, and'the Central government in any other case. In this regard, the Draft Rules make
it mandatory on intermediaries to take down or disable unlawful content on being notified by the
appropriate government or its agency.

We believe that the scope of the definition ‘appropriate government’ is too vague and broad in its
ambit which could have potential negative implications on the Freedom of expression enshrined
in Article 19(1) of the Constitution of India.

Recommendation: Instead, we recommend the establishment or appointment of a designated
‘Competent Authority’ that may either comprise of law enforcement authorities or an
administrative authority lawfully authorized to issue such takedown notices to intermediaries. This
imposes responsibility on one specific body or a small class of competent authorities for specific
sectors (that may be identified as Critical Information Infrastructures) and other internet
intermediaries (like internet service providers) in reviewing and assessing cyber security contents
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and ensuring the same does not fall within the contours of ‘unlawful content’. The Competent
Authority may include authorities like the Ministry of Information Technology, Ministry of Public
Security, Ministry of National Defence, Ministry of Foreign Affairs etc. We further recommend the
appointment of a single point of contact (SPOC) to co-operate and co-ordinate with national
competent authorities of other Countries where the cyber security incident has a cross-border
impact.

In assessing similar frameworks on Intermediary Liability Guidelines especially in the European
Union, this appears as a common practice. The European Commission’s Communication on
tackling illegal content online? and the EU’s draft Regulation adopting a general approach on
preventing the dissemination of terrorist content online? requires Intermediaries to disable access
to or take down illegal content online upon receiving notice from National courts of Member States
or the national Competent Authority to be established by each Member State.

2. Issue: Removal of content or disabling access to content online‘by Intermediaries

Current Scenario: Intermediary liability relates to the legal accountability imposed on
intermediaries with respect to content that is hosted and transmitted through its networks and
online platforms. However, it is pertinent to point out that)although intermediary liability
requirements may be an effective measure in curbing the spread of illegal content online and the
transmission of fake news via online platforms, it can also be used to control the dissemination of
legitimate content as well through automated filtering methods. This creates an increased risk on
the right to privacy because of the requirement of intermediaries to proactively monitor and filter
its user's communications.

Although it is not disputed that such proactive measures (self-regulation) are required on the part
of intermediaries to monitor, identify and remove or disable public access to unlawful information
or content given the urgent need to curb'the spread of child pornography, child abuse, trafficking
of human beings, hate speeches, fake news etc., and given that the same measures have been
proposed and adopted in other-jurisdictions in recent times like in Germany* and other EU
Member States (having implemented the E-commerce Directive) as well as Russia,® we believe
that certain safeguards are-required to be implemented in order to prevent over-removal of
legitimate content by intermediaries.

Recommendation; Considering that the automated detection and filtering measures to be taken
by intermediaries can affect the accuracy of the prompt removal of unlawful content and
simultaneously;result in accidental removal of legitimate content (over-blocking), we believe that

1 The following are a few Competent Authorities established and appointed under the Cyber Security
Laws of Vietnam, Singapore, China, Poland, Netherlands, amongst others.

2 Communication from the Commission to the European Parliament, The Council, The European
Economic And Social Committee and the Committee of the Regions on Tackling lllegal Content Online
Towards an enhanced responsibility of online platforms, COM (2017) 555 available at
https://ec.europa.eu/transparency/regdoc/rep/1/2017/EN/COM-2017-555-F1-EN-MAIN-PART-1.PDF at
page 7.

3 Proposal for a Regulation of the European Parliament and of the Council on preventing the
dissemination of terrorist content online - general approach of 6" December 2018, available at
http://data.consilium.europa.eu/doc/document/ST-15336-2018-INIT/en/pdf.

4 See Germany’s Network Enforcement Act (NetzDG) (2018).

5 Wolfgang Schulz, Regulating Intermediaries to Protect Privacy Online — the Case of the German
NetzDG (2018) at 5, available at https://www.hiig.de/wp-content/uploads/2018/07/SSRN-id3216572.pdf.
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there is a need to incorporate provisions into the Draft Rules to ensure that such content that is
removed because of over-blocking be reinstated. The European Commission’s Communication
on Tackling lllegal Content Online® contains provisions providing a user uploading data onto an
online platform with an opportunity to contest the decision of removal of content by way of a
counter-notice. If the counter-notice has reasonable grounds to consider that the content
uploaded was not unlawful, the intermediary is required to reinstate the content onto its platform
or allow the user to re-upload it without any prejudice to the intermediary’s terms of service.
Similarly, European Commission’s regulation on the prevention of dissemination of terrorist
content online provides for intermediaries to appeal against the removal order notified by the
Competent Authority before the respective judicial authority.’

Special recommendation for ‘notice and takedown’ in copyright infringement actions:

With respect to infringement actions of copyrights and other proprietary rights, we recommend
the adoption and incorporation of the ‘Notice and Takedown’ procedure as contained in section
512 of the Digital Millennium Copyright Act (DMCA)® wherein a formal take-down notice is to be
submitted to the intermediary containing the following:

e signature of claimant (owner of the works or individual acting on a right owner’s behalf);

¢ identification of the work or works that the right owner claims have been infringed;

¢ identification of the material that is infringing and where that material is located;

e the claimant’s contact information;

e a statement that the claimant “has a good faith belief’ that the material used is
unauthorized;

e a statement under penalty of perjury that the information given is accurate and that the
actor is authorized to do so.

The claimant is required to write and<provide notification to the designated agent who the ISP
identifies on their server. On receiving such notification, the ISP must take down any content
identified as potentially infringing-and take reasonable steps promptly to notify the user that it has
removed or disabled access to the material. The user on receipt of such notification has the
opportunity to contest the claimant’s allegation of infringement and consequent removal by
sending a counter-notification. The counter notification must contain the following:

o the user’s signature;

e information about the removed material along with its location;

e a statement under penalty of perjury that the user has a good faith belief that the material
was removed or disabled due to mistake or misidentification;

e the user's name, address, and telephone number,

e statement that the user consents to the federal district court within their jurisdiction, and
an acceptance of process.

An ISP that receives a valid counter-notification is required to forward the same to the claimant
along with a statement that it will put the material back in ten (10) business days unless a court

6 Communication on Tackling lllegal Content Online, supra note 2 at 17.
7 Article 15, Communication on Tackling lllegal Content Online, supra note 2.
8 Digital Millennium Copyright Act, 17 U.S.C. § 512 (2012).
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order is filed preventing the user from infringing any copyrights. An ISP that fails to hear from the
notifying party can enable access to the material 10-14 business days later.

We believe that implementing such safeguards into the Draft Rules enhances transparency,
respects due process, and ensures that the fundamental right to freedom of expression is not
unreasonably restricted. The same is in line with the Manila Principles of Intermediary Liability in
particular, Principle 5 which stipulates that all laws and content restriction policies and practices
are to adhere to due process which includes providing the user content provider an opportunity
to be heard before removal of content and a right to appeal against content restriction and removal
orders.® The right to appeal against the decision of the Competent Authority is also enshrined in
Singapore’s law on Cyber Security which provides the operator of a Critical Infrastructure to
appeal to the Minister against the decision of the Commissioner!® and a second appeal to the
Appeals Advisory Panel.}t

Further, as part of this transparency requirement, we believe it is to be:made obligatory on the
part of the government to regularly and publicly report the aggregate -number of legal removal
orders issued by them to the intermediary and the aggregate number of users affected by the
same.'? The same is in line with the Recommendation of the European Commission on the roles
and responsibilities of internet intermediaries adopted on 7 March, 2018.13

3. Issue: Criteriato determine Cyber security incidents

Current Scenario: With respect to tackling cyber security incidents and ensuring security of
network and information systems, we are of <the _opinion that the Draft Rules are not
comprehensive enough in terms of determining-the parameters or factors to be taken into account
for identifying Critical Information Infrastructure as defined in Section 2(e) of the Draft Rules,'*
determining the scope and parameters.in determining ‘adverse event’ as contained in the
definition of ‘cyber security incident’ in Section 2(f) of the Draft Rules, and the notification or
reporting obligations of intermediaries-on the occurrence of a cyber security breach.

Recommendation:
(i) Establishing parameters to identify Critical Information Infrastructure:

At the outset, we believe-that the definition of cyber incident should be slightly modified to include
any adverse event that results in the unauthorized disclosure of information apart from

9 Principle 5, Manila Principles on Intermediary Liability, Best Practices Guidelines for Limiting
Intermediary Liability for Content to Promote Freedom of Expression and Innovation (2015) available at
https://www.eff.org/files/2015/10/31/manila_principles_1.0.pdf.

10 Section 17, Cybersecurity Act 2018 (Act. 9 of 2018).

11d, Section 18.

12 GNI Statement on Europe’s Proposed Regulation on Preventing the Dissemination of Terrorist
Content Online, available at
https://globalnetworkinitiative.org/gni-statement-draft-eu-regulation-terrorist-content/#_ftn10.

13 Recommendation CM/Rec(2018)2 of the Committee of Ministers to member States on the roles and
responsibilities of internet intermediaries on 7 March 2018, Appendix to Recommendation at 1.2.3.
available at https://search.coe.int/cm/Pages/result_details.aspx?ObjectiD=0900001680790e14.

14 Determining the factors to be taken into consideration in identifying Critical Information Infrastructure
has not been addressed in the relevant provision under the IT Act, 2000 [Section 70(1)] either.
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unauthorised access, denial of service or disruption, unauthorised use of a computer resource for
processing or storage of information or changes to data under Section 2(f) of the Draft Rules.

Secondly, the European Union in its Directive concerning measures for a high common level of
security of network and information systems across the Union (NIS Directive)'® prescribes certain
criteria for the identification of operators of essential services to include:

e an entity provides a service which is essential for the maintenance of critical societal
and/or economic activities;

¢ the provision of that service depends on network and information systems; and

¢ anincident would have significant disruptive effects on the provision of that service.®

We believe that the above parameters are to be taken into consideration in order to identify
operators of Critical Information Infrastructure as defined under Section 2(e) of the Draft Rules
wherein the Competent Authority would be required to provide a list. ofCritical Information
Infrastructures (Eg: Transport, Information Technology and Telecom, Electricity etc.) that satisfy
the criteria mentioned above for which reporting obligations and implementing necessary cyber
security measures are triggered.

(ii) Parameters in determining ‘adverse event’ in the definition of ‘cyber security incident’
contained in Section 2(f) of the Draft Rules:

The Directive further specifies that the following parameters shall be taken into consideration in
determining ‘adverse event’ causing significant disruptive effect in the provision of services of
entities operating as Operators of essential services and Digital Service Providers:

e the number of users relying on the service, provided by the entity concerned and affected
by it;

¢ the dependency of other sectors on:the service provided by that entity;

¢ the dependency of other sectors'on the service provided by that entity;

e the market share of thatentity;

¢ the geographic spread with regard to the area that could be affected by an incident;

o the importance of the entity for maintaining a sufficient level of the service, taking into
account the availability of alternative means for the provision of that service.’

These parameters have been successfully implemented in 24 EU Member States at present.
Similar parameters have been utilized by countries in the Asia-Pacific Region such as
Singapore!8, China®® and Vietnam?® in their domestic laws on Cyber security imposed on Internet
Service Providers and other entities engaged in providing online services.

15 Article 5, Directive (EU) 2016/1148 of the European Parliament and of the Council of 6 July 2016
concerning measures for a high common level of security of network and information systems across the
Union available at https://eur-lex.europa.eu/legal-

content/EN/TXT/?toc=0J:L:2016:194: TOC&uri=uriserv:0J.L_.2016.194.01.0001.01.ENG.

16 ]d.

71d.

18 See Cybersecurity Act 2018 (Act. 9 of 2018) passed on 5 February 2018 and entered into force on 31
August 2018.

19 See Cybersecurity law of the People's Republic of China ("Cybersecurity law") on June 1, 2017.

20 See Law on Cybersecurity (Luat an ninh mang) (the CSL 2018) to be in force on 1 January, 2019.
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We believe that incorporating identical parameters into the provisions contained in the Draft Rules
would render more clarity and structure into what amounts to an ‘adverse event’ that would give
rise to a cyber security incident.

4. Issue: Reporting obligations of intermediaries on occurrence of cyber security breach

Current Scenario: The reporting obligations of intermediaries on cyber security incidents as
contained in the Draft Rules merely requires intermediaries to report incidents and related
information to the Indian Cyber Emergency Response Team. We believe that this provision is not
comprehensive and is lacking clarity with no time period specified within which such notification
is to be made, the contents of such notification etc. These obligations are crucial in minimizing or
preventing cyber security incidents and need to be more substantively addressed.

Recommendation: The European Commission’s NIS Directive which has been successfully
transposed into the domestic legislation of a majority of the EU Member States requires Operators
of essential services and digital service providers to notify the Competent Authority or the
Computer Security Incident Response Team (CSIRT) of the cyber incident within a period of time
as stipulated by the governments of the respective Member States, and where appropriate, the
competent authority may inform the public of a cyber security-incident or require digital service
providers to do so, where public awareness is necessary iniorder to prevent an incident or deal
with an ongoing incident, or where disclosure of the incident is in public interest.?* We believe that
such communication or disclosure to the public is also necessary in certain circumstances
involving larger public interest.

While most EU Member States require the notification to be made ‘without undue delay’ to be
determined on a case-to-case basis, other Member States such as the United Kingdom?,
Germany?, Ireland? require notification to be submitted within 72 hours. We suggest the inclusion
of a similar time period or limiting it to-within 48 hours from the time of determination of the
cybersecurity incident.

The content of such an obligation-as a general practice observed in most EU Member States (Eg:
United Kingdom, Netherlands, Croatia, Germany, amongst others) and Countries in the Asia-
Pacific region like China.includes incorporating details of the description (nature and character)
of the cyber security incident, the duration of the incident and the time at which it occurred, cause
and source of the incident, potentially harmful consequences of the incident, cross-border impact
(if any), remedial-measures taken by the intermediary or proposed to be taken to mitigate the risk
or prevent it from occurring, etc.

Therefore, we believe that a more detailed approach in the reporting requirements of
intermediaries to the Indian CERT is required considering that such disclosure or notification
requirements have not been suitably addressed in the Information Technology (Reasonable
Security Practices and Procedures and Sensitive Personal Information) Rules, 2011 as well.

21 NIS Directive, Article 16, supra note 15.

22 Section 12(6), The Network and Information Systems Regulation (2018 of 506).

23 Section 8(b), German IT Security Law (,IT-Sicherheitsgesetz®) of 25 July 2015. See, Cybersecurity
2019 (Germany) available at https://iclg.com/practice-areas/cybersecurity-laws-and-regulations/germany .
24 Section 22(3), European Union (Measures for a High Common Level of Security for Network and
Information Systems) Regulations, 2018.
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We recommend that the reporting obligations of intermediaries include the following:

¢ Name of the relevant internet intermediary including the name and other contact details of
the person familiar with the cyber security incident and authorized to act on behalf of the
intermediary.

e Description of cyber security incident. This includes the category of the incident such as
external attack (hacking etc.), data loss, disruption of software or hardware components,
violation of internal IT Security Guidelines, internal causes, force majeure.?

o How the cyber security incident was discovered?

e The duration and time of occurrence of cyber security incident.

e Cause of the cyber security incident.

e Impact/harmful consequences of the cyber security incident. This includes cross-border
impact, if any.

¢ Remedial measures adopted or proposed to be adopted by the intermediary in resolving
the cyber security incident.

e To which body/ competent authority the intermediary reported the cyber security incident
to.

5. lIssue: Due diligence required to be taken by Intermediaries:

Current Scenario: Section 3 of the Draft Rules prescribes certain due diligence measures to be
undertaken by intermediaries in the discharge of their_duties. Among these measures is the
requirement to make available to the public the rulesc@and regulations, privacy policy and user
agreement for access-or usage of the intermediary's computer resource by any person. We are
of the opinion that this requirement is in“accordance with best practises followed by other
jurisdictions. This is in accordance with-the Manila Principles of Intermediary Liability,?® the
Commission’s Regulation on Tackling of lllegal Content Online?’” as well as the Recommendation
of the European Commission on the roles and responsibilities of internet intermediaries.?®

However, we believe that the language used in determining the various due diligence measures
required to be taken by intermediaries is very vague and subjective and goes beyond what is
envisaged under Article 19(2) of the Indian Constitution in the usage of phraseologies such as
“harassing”, “disparaging”, “hateful”, “ethnically objectionable”, “or otherwise unlawful in any
manner” etc. It leaves' much to the individual judgment of the censoring body (the intermediary in
this case) and is‘too onerous and unreasonable an obligation to impose on intermediaries. We
believe that a‘more objective guideline or criteria needs to be adopted on what kind of content
stands prohibited on an online platform which can be ensured by intermediaries in carrying out
their due diligence obligation. However, expecting internet intermediaries to filter content on their
platforms based on the current parameters stipulated in Section 3 of the Draft Rules amounts to
an excessive and unreasonable restriction of the fundamental right of freedom of speech and
expression.

25 See Annex 1 as per Section 4(6), German IT Security Law (“IT-Sicherheitsgesetz®) of 25 July 2015.
26 Principle 6, Manila Principles on Intermediary Liability, supra note 9.

27 Communication on Tackling lllegal Content Online, page 16 available at
https://ec.europa.eu/transparency/regdoc/rep/1/2017/EN/COM-2017-555-F1-EN-MAIN-PART-1.PDF.
28 Recommendation of the European Commission on the roles and responsibilities of internet
intermediaries, supra note 13 at 2.2.
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Recommendation: We recommend that the intermediaries should exercise due diligence by
ensuring that both the takedown notice issued by the rights owner or the intermediary (as the
case may be) and the counter-notification submitted by the user uploading data on the online
platform (subscriber) are assessed and evaluated by the designated Competent Authority based
on the parameters to determine ‘unlawful’ online content as contained in section 3(2) (a)-(k) of
the Draft Rules. Accordingly, the competent authority should determine whether such content is
to be removed by the relevant intermediary. Further, the burden of proof should lie on the
individual alleging illegality of the online content.

6. Issue: Data localization requirement by intermediaries

Current Scenario: The Draft Rules require intermediaries having more than fifty lakh users in
India to mandatorily have a physical presence in India by incorporating a company under the
Companies Act, 1956 or 2013, having a registered office in India and appointing a nodal person
of contact for 24x7 coordination with law enforcement agencies.

Recommendation: We believe that this data localization requirement is crucial as it enables
storing of information and data domestically especially sensitive and personal data and data that
is generated and collected by operators of Critical Information Infrastructures which facilitates
easy access and quicker remedial responses in case of occurrence of a cyber incident. The same
requirement has also been adopted and utilized in various other jurisdictions such as the EU
Member States such as United Kingdom, Netherlands, Germany etc. wherein digital service
providers are subject to their respective domestic Cyber-Security Act and in compliance with the
NIS Directive only if their main establishment is located within the territory of the concerned
Member State, or have a representative appointed.in the Member State in which they offer their
digital services.?® A similar provision is incorporated in the Cyber Security laws of Countries in the
Asia-Pacific region like China,* and Vietnam 3!

7. lIssue: Data retention requirement by'intermediaries

Current Scenario: The Draft Rules require retention of data for at least 180 days for investigative
purposes or such longer period as required by the Court or lawfully authorised government
agency.

Recommendation: We believe that the inclusion of such a provision is not unreasonable and is
within permissible limits since the scope of what information is being retained has been restricted
to only the alleged‘unlawful content’ for the purpose of investigation. Data retention requirements
have also been incorporated in cyber security laws of other Countries such as Vietham wherein
the law requires data retention for a minimum period of 12 months and extending up to 36 months
depending on the kind of information.? Although the Data retention Directive®® was invalidated in
the European Union, the same has been retained by EU Member States Germany, Romania and
Czech Republic.

29 See generally the Implementation Acts of various EU Member States available at
https://www.twobirds.com/en/in-focus/cybersecurity/nisd-tracker.

30 Article 37, Cybersecurity law of the People's Republic of China ("Cybersecurity law") on June 1, 2017.
31 Refer https://vietnam-business-law.info/blog/2018/7/30/vietnams-new-cybersecurity-law.

32 Article 26, Law on Cybersecurity (Luat an ninh mang) (the CSL 2018).

33 EU Directive 2006/24/EC on data retention was invalidated by ECJ on April 8, 2014.
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Comments on the Draft Intermediary Guidelines (Amendment) Rules, 2018

As per the Ministry’s website, these amendments are being proposed specifically to check the misuse

of social media platforms for the spread of “fake news”. I have four submissions in this respect.

I.  Sub-rule (8) of Rule 3 is unconstitutional.
II.  Sub-rule (9) of Rule 3 is unconstitutional.
III.  Portions of sub-rule (2) of Rule 3 are unconstitutional.

IV.  The guidelines cannot constitutionally be applied to fake news.
These problems are discussed sequentially below.

I. SUB-RULE (8) OF RULE 3 1S UNCONSTITUTIONAL
Rule 3(8) reads as follows:

(8) The intermediary upon receiving actual knowledge in the form-of’a court order, or on being
notified by the appropriate Government or its agency under section 79(3)(b) of Act shall remove
or disable access to that unlawful acts relatable to Article<19(2) of the Constitution of India
such as in the interests of the sovereignty and integrity.of India, the security of the State, friendly
relations with foreign States, public order, decency or morality, or in relation to contempt of
court, defamation or incitement to an offence, on its.computer resource without vitiating the
evidence in any manner, as far as possible immediately, but in no case later than twenty-four

hours in accordance with sub-rule (6)-of Rule 3.

This provision is unconstitutional for two-reasons. Firstly, it is ultra vires S.79(3)(b) of the IT Act.
S.79(3)(b) authorizes the Government to direct the intermediary to take down information only when
it is “being used [by an individual] to commit e unlawful act”. If the intermediary fails to comply, it
incurs liability for the(same unlawful act as committed by the individual. This shows that the
Government is required to identify the precise unlawful act or offence that is being committed through
the information which the Government wants removed. However, Rule 3(8) provides that the
Government may direct the intermediary to take down any content as long as it is relatable to one of
the Art.19(2) grounds. Undoubtedly, the Supreme Court in Shreya Singhal did hold that any
notification made under S.79(3)(b) must correspond to one of those grounds. But that is not enough —
to comply with S.79(3)(b), the Government must also identify the precise offence or unlawful act being

committed through the information.

There is another way to look at this. Art.19(2) permits the State to restrict speech only through a law.
As per the Supreme Court’s rulings in Kharak Singh v. State of U.P., (1964) 1 SCR 332 and Bijoe
Emmanuel v. State of Kerala, (1986) 3 SCC 615, the word “law” implies a statute or rules and
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regulations having statutory force. This means that the State can validly restrict the freedom of speech
only after it enacts a statute for one of the purposes specified in Art.19(2). Applying this principle to
the guidelines in question, the Government may direct the intermediary to take down content only
when such content violates a statute, statutory rule or statutory regulation. It must therefore identify

such statutory provision etc. in its notification to the intermediary.

Secondly, this sub-clause makes no reference to the long list of prohibited information contained in
Rule 3(2). Instead, it reproduces verbatim the grounds listed in Art.19(2) of the Constitution. This
makes the provision vague.! Constitutional text, because of its very nature, contains broad principles
which are meant to guide state action. These broad principles are mostly (and justifiably) couched in
vague terms. But when the State proceeds to implement those principles;-it must do so under a
precisely drafted law. Note that one of the reasons why vague laws are unconstitutional is that they
confer unfettered discretion on the implementing agency (in this case'the Government). Sub-rule (8)
is fraught with this danger. E.g., it empowers Government officials to censor content based on

subjective notions of indecency and immorality.

For these reasons, Rule 3(8) needs to be reworded. A draft is suggested in the margin: suggested

deletions are indicated through strikethrough, while suggested additions are marked in red.?
II. SUB-RULE (9) OF RULE 3 IS UNCONSTITUTIONAL

Rule 3(9) reads as follows:

! Shreya Singhal v. Union of India, (2015) 5 SCC 1, at para 79: “Quite apart from this, as has been pointed out
above, every expression used is nebulous in meaning. What may be offensive to one may not be offensive to another. What
may cause annoyance or ticonvenience to onie may not cause annoyance or inconvenience to another. Even the expression
“persistently” is completely imprecise — suppose a message is sent thrice, can it be said that it was sent “persistently”? Does
a message have to‘be sent (say) at least eight times, before it can be said that such message is “persistently” sent? There is no
demarcating line conveyed by any of these expressions — and that is what renders the section unconstitutionally vague.”

2 The intermediary upon receiving actual knowledge in the form of a court order, or in the form of a notification
on-beingnotified by the appropriate Government or its agency under section 79(3)(b) of Act, shall remove or
disable access to the information, data or communication link specified in the said court order or notification

and res1d1ng in or connected to %ha%&nl&w&d—a%el&&ablﬁe%ﬁd&k%%@#ﬁh&@e&s%&ﬁe&eﬂh&diﬁueh—&s

Cl C 3 y Cl Y e Cl s v ” - 3 e a4 o
offence;on its computer resource, and the intermediary shall do so without vitiating the evidence in any manner,
and as far as possible immediately, but in no case later than twenty-four hours in accordance with sub-rule (6)
of Rule 3;

Provided that the court order or notification, as the case may be, shall specify the unlawful act being committed
and the legal provisions being violated through the information, data or communication link sought to be
removed or disabled access to.
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(9) The Intermediary shall deploy technology based automated tools or appropriate
mechanisms, with appropriate controls, for proactively identifying and removing or disabling

public access to unlawful information or content.

Reading this provision with S.79(3)(b) makes its legal effect clear. Intermediaries would be held
responsible for the spreading of unlawful content if they failed to place “appropriate” mechanisms and
controls for its identification and disabling. This suffers from two constitutional problems. First, it is
vague, as it does not specify what constitutes an “appropriate” mechanism. Since this is a penal
provision and makes the intermediary liable, its vagueness would cause a chilling effect on speech by
pushing intermediaries to be over-cautious in their approach and to censor more content than required.
Second, this provision contravenes the ruling in Shreya Singhal, where the Supreme Court held that no

obligation should be placed upon intermediaries to act suo moto in removing content (para 122):

“This is for the reason that otherwise it would be very difficult for intermediaries like Google,
Facebook, etc. to act when millions of requests are made and the intermediary is then to judge
as to which of such requests are legitimate and which are not. We have been informed that in

other countries worldwide this view has gained acceptance, Argentina being in the forefront.”

Third, the provision is probably unreasonable for assuming that automated mechanisms can be
devised to combat unlawful content online. Leading social media companies have found it hard to
engineer such tools.® Therefore, and for the two reasons mentioned above, no requirement should be

placed upon the intermediary to proactively curb unlawful content.
III. PORTIONS OF SUB-RULE (2) OF RULE 3 ARE UNCONSTITUTIONAL

This is an existing provision. Rule 3(2) lists several kinds of information that the intermediary must
direct its users to not circulate. It was upheld by the Supreme Court in Shreya Singhal. However, one
aspect seems to-have been overlooked in that case. Art.19(2) permits restrictions to be placed on the
freedom of speech only by way of a “law”, and “law” has been held to mean a statute, or a piece of
subordinate legislation which may be traced back to a statute (see Kharak Singh and Bijoe Emmanuel).
Many of the clauses under Rule 3(2) cannot be traced back to any legislation. E.g., parts of clause (f)
have no legal basis after S.66A was struck down in Shreya Singhal. This alone renders them

unconstitutional.

3 E.g., Facebook’s algorithms have previously found it tough to detect hate speech, though they are reportedly
making progress.
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Iv. THE GUIDELINES CANNOT CONSTITUTIONALLY BE APPLIED TO FAKE NEWS

Art.19(2) of the Constitution names nine grounds: sovereignty and integrity of India, the security of
the State, friendly relations with foreign States, public order, decency, morality, contempt of court,
defamation, and incitement to an offence. Shreya Singhal stands for the proposition that any restriction
on speech must correspond to at least one of these grounds.* Fake news regulation, however, does not

correspond to any of them. Let me briefly discuss four grounds which might seem to cover fake news.

“Public order” and “incitement to an offence” follow similar standards. This is because “public order”
is interpreted as a ground to check incitement to imminent violence. Under both these grounds, speech
is punishable only when it ceases to be mere discussion or advocacy and becomes incitement. The
apex court discussed this in Shreya Singhal.® The crucial difference between advocacy and incitement
is a matter of listener autonomy: if the listener of my speech (or the recipient of my WhatsApp
message) had enough time to deliberate on my speech and decide her course of action, I am not liable
for any unlawful acts she performs. It is only when the speech/message resembles a “spark in a powder

keg” that the speaker may be punished.®

On the other hand, “decency” and “morality” were both-understood in Shreya Singhal as obscenity-
related grounds.” Although somewhat varying interpretations have been suggested by the Court on

other occasions,? it seems unlikely that these grounds would ever justify fake news regulation.

Hence, communication over social media platforms may not be regulated on the ground that it
contains fake news. Fake news may be regulated gua incitement, qua defamation, qua hate speech, etc.
(if it meets the respective standards), but not qua merely false information that falls short of these ideas.
This means that the Intermediary Guidelines, just like all other laws, cannot constitutionally be

applied to reach fake news gua fake news.

4 Para 15: “It is significant to notice first the differences between the US First Amendment and Article 19(1)(a) read with
Article 19(2). ...Fourth, under our Constitution such restrictions have to be in the interest of eight designated subject-matters
— that is, any law seeking to impose a restriction on the freedom of speech can only pass muster if it is proximately related to
any of the eight subject-matters set out in Article 19(2).”

5 Para 13: “Mere discussion or even advocacy of a particular cause howsoever unpopular is at the heart of Article 19(1)(a). It
is only when such discussion or advocacy reaches the level of incitement that Article 19(2) kicks in.”

6S. Rangarajan v. P. Jagjivan Ram, (1989) 2 SCC 574, at para 45.
" Para 50.

8 See Ramesh Yeshwant Prabhoo (Dr) v. Prabhakar Kashinath Kunte, (1996) 1 SCC 130 for a discussion on
decency; see Navtej Singh Johar v. Union of India, 2018 SCC OnLine SC 1350 for a discussion on morality.
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Ministry of Electronics & Information Technology
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e: gecyberlaw@meity.gov.in

January 24, 2019
To Ministry of Electronics & Information Technology;

Freedom Publishers Union understands and acknowledges the problems related to false and misleading information that have arisen in India, particularly
over the duration of the past 12-24 months and specifically on the WhatsApp social platform.~However, we cannot support the Government of India using
these specific set of challenges as a means to justify further encroachment on civil libertiesseftthe citizens of India through proposals to Section 79 of the
IT Act which would force WhatsApp, and potentially other encrypted platforms, to decrypt'secure data for the benefit of the Government of India, under
the all too typically used reason of “national security”.

We believe the proposals are a great concern and also believe that they are only the-tip ofthe iceberg, as the Government of India attempts to further
emulate the civil liberties encroachment and removal of basic freedoms of the €itizens\as has already been done, aggressively, and against the expert
advice by digital rights organizations and activists, by Western democracies.“The Goveérnment of India has already authorized increased powers to phone
taps, which were then followed by further authorization for 10 government-security and intelligence agencies to intercept sensitive internet data and seize
electronic devices - All further evidence of the motivation of the Goyernment'of India to emulate the behavior of Western governments to increase mass-
surveillance networks and increase government capabilities to ‘legally” remove the freedoms and basic rights of citizens.

Although we welcome the opportunity on this occasion to make’a public Submission, we do not believe that the Government of India has done enough on
previous occasions in relation to what we consider quite importaritand invasive changes that do have real-world impact on the computer and internet
usage habits of the citizens of India. It is of the political epinion of Freedom Publishers Union that the citizens should always be provided advanced
notice of proposed changes and should always be provided with the opportunity for public Submission, where possible.

Data and messages that are encrypted is done,$¢ to guarantee and accommodate the right to privacy of users. Any attempt(s) to modify, break or bypass
encryption technology is condemned by Freedom Publishers Union and a majority of the technology industry. Privacy is a right to be upheld, and not a
right to allow for open abuse by law enfer¢ement, intelligence or any other government associated agency. Furthermore, enabling the Government of
India the ability the decrypt data would\pose a significant threat to censorship of India’s internet. Based on the expert advice we have sought, Freedom
Publishers Union remains confident thdt internet censorship is not the intent of this specific proposal, however we warn that further imposition of
censorship on India’s internet could“only be condemned, for adding to an already messy censorship regime the country suffers.

The proposals, as Freedom Publishers Union interprets them, mirror elements of the recent changes which have been implemented in Australia which the
Government claim will achieve the same intent of the proposals by the Government of India. We strongly condemned and opposed the Australian
legislation, as did the technology industry. Therefore, we are in a position where we must also oppose any legislation of the Government of India which
attempts to replicate legislation to the same relative effect as Australia.

It is currently unclear what level of cooperation WhatsApp and other affected technology companies will offer the Government of India, in response to
any future changes to the law. Freedom Publishers Union urges the collective technology and software security industry to unite and push back against
any changes that are approved by the Government of India.

Freedom Publishers Union will continue to advocate and educate our supporters and internet users on technical methods and software that can be used to
increase their security through strong encryption that cannot be cracked and to bypass censorship. We do this not in defiance of any specific country’s

laws, but because an open internet and free flow of information free from censorship and government interference is a core principle of our philosophical
founding.

Amit Gautam
spokesperson@fpumail.net

Page 1. Submission is a contribution by Freedom Publishers Union, under authority of GC Media Publishing Management.
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Foundation of Data Protection Professionals in India
[Section 8 Company limited by Guarantees]
[CIN No: U72501KA2018NPL116325]
S @ Registered Office: No 37, “Ujvala”, 20™ Main, BSK First Stage,
]I . 4 Second Block, Bangalore 560050
s E mail: fdppi@fdppi.in: Ph: 08026603490: Mob:+91 8310314516

Date: 20" January 2019

Comments on the Draft Intermediary Guidelines 2018

The following are the comments from FDPPI on the draft Intermediary
Guidelines 2018 released by the Government for public comments.

These take into account the contents of

a) Section 79 as per the ITA 2000 amended in 2008 and notified on 27" October
2009

b) Information Technology Intermediary Guidelines 2011 which is sought to be
amended now

c) Information Technology (Guidelines for Cyber Café) Rules, 2011

d) Clarification issued by MEITY on 18/3/2013

e) Advisory issued on Matrimonial websites on 6" June 2016

f) Advisory issued on measures to curb online Child sexual abuse material on
18™ April 2017

Apart from providing our views on the specific modifications now proposed by the Ministry,
we would like to also provide some additional long term suggestions which may be
considered as part of the current modifications.

General Comments

“Intermediaries” as defined in ITA 2000 are a very important segment of the economy as
well as the security eco system of the nation. Regulating intermediaries is critical for Cyber
Crime control as well as reducing the possible misuse of Internet by criminals, terrorists and
foreign powers.

Intermediaries are also important from data protection requirements since they also control
the BFSI, Health and Social Media sectors.

Therefore it is essential that Intermediaries are regulated effectively.
Since there are different types if intermediaries which may include Cyber Cafes, Matrimonial

Websites, Mobile App companies, Mobile or Internet Gaming Companies, etc besides the
more visible Fintech, Health care and Social Media companies, the umbrella regulations
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have to be flexible enough to be supplemented by the additional sector specific guidelines.
Otherwise the regulations would seek a lower common denominator or face legal challenge
as unfair restrictions.

Keeping these requirements in mind, the following suggestions have been made which
includes assigning the responsibility to the ssDirector General of IN-CERT to issue security
guidelines as and when required for specified types if intermediaries and an “Intermediary
Dispute Resolution Policy™.

Suggestions

Rule 2: to be modified to include the definition of “Intermediary Dispute Resolution Policy”
(IDRP) as follows:

2(m) : “Intermediary Dispute Resolution Policy” (IDRP) means a policy as defined
under rule 14 below of this notification.

2(n): “Intermediary Dispute Resolution Center” (IDRC) means an organisation that is
registered with the MEITY for the purpose of resolving any disputes arising out of
compliance related to Section 79 of ITA 2000/8 (Information Technology Act 2000)
and the rules and regulations issued under an IDRP-adopted by the organization.

2(1) to be modified as under

“User” means any person who avails the services of an Intermediary and conforming
to the requirements under Section 79(2)(a) and 79(2)(b), of ITA 2000/8, which service
includes, hosting, publishing;-~sharing, transacting, displaying or uploading
information or views either on any.computing platform including the mobiles.

Rule 3(1) to be modified as under:

The intermediary shall publish on the website where the services are offered to public

a)
b)
c)
d)

e)

Terms of Use of the services and an appropriate Privacy Policy

Disclosure of-ownership of the service.

Disclosure of registration under data protection laws if any.

Designated Grievance Officer as a single point of contact for the public and the
Grievance redressal Mechanism applicable for resolution of any disputes.

Any other information relevant for the provision of the service.

Rule 3(2) to be modified as under:

A) The terms of use referred to under rule 1 shall include a notification to the users of

the services of the intermediary that

The user shall use the services responsibly and shall take reasonable precautions

i)

not to use the services in a manner that threatens the unity, integrity, defence, security
or sovereignty of India, friendly relations with foreign states, or public order, or

MeitY/21 of 608



Fdppi.in

causes incitement to the commission of any cognisable offence or prevents
investigation of any offence or is insulting any other nation

i) not to use the services in a manner that threatens public health or safety; promotion of
cigarettes or any other tobacco products or consumption of intoxicant including
alcohol and Electronic Nicotine Delivery System (ENDS) & like products that enable
nicotine delivery except for the purpose & in the manner and to the extent, as may be
approved under the Drugs and Cosmetics Act, 1940 and Rules made thereunder;

iii) not to use the services in a manner that threatens critical information infrastructure.

iv) Not to Impersonate another person or deceives and mislead about the origin of any
message or communication

v) Not to cause harm to minors

vi) Not to cause infringement of intellectual property rights such as Copyright,
Trademark or Patent

vii) Not to cause distribution of any content that contains, a computer
contaminant/virus/malware or any other computer code, files or programs designed to
interrupt, destroy or limit the functionality of any computer resource;

viii) Not to cause a wrongful harm to any person

B) The Privacy Policy referred to under rule 1 shall-be compliant with the data
protection laws as applicable and ensure that identifiable personal data

i) Shall be collected only to the extent necessary for the purpose of delivering
the service,

i) Shall be processed in a fair and reasonable manner that protects the Privacy of
the user, for purposes that are Clear, specific and lawful and only for purposes
specified or for any incidental purpose

iii) Shall be retained only for the time required for fulfilling the purpose of
collection unless otherwise-justified by legitimate interest of the intermediary
or for other legal obligations.

iv) Shall be used otherwise in complete compliance of the data protection laws as
applicable

C) The Privacy Policy and Terms of Service referred to under rule 1 shall be compliant
with the security guidelines issued by the IN CERT as applicable to the intermediary
or the category of activity to which the intermediary may belong.

Rule 4: to be modified as under:

(4)

(@) The intermediary shall ensure that every user has a registered communication
address through e-mail or a communication device that is verified for its correctness.
(b) An intermediary who provides an e-mail address or such other identity on the
internet as a service, shall adopt such reasonable precautions as may be necessary to
prevent impersonation.

(b) The intermediary shall inform its users at least once every month, at the time
of the user logging in to avail the service, that in case of noncompliance with rules,
regulations, user agreement and privacy policy for access or usage of the intermediary
computer resource, the intermediary has the right to immediately terminate the access
or usage rights of the users and also remove noncompliant information.
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(c) Where the user does not log in to avail the services for more than a month, a
reminder as above shall be sent through E-Mail or as a message through a
communication device at least once every year.

(d) Where the communication with the user through the E Mail or the communication
device fails due to incorrect address of the recipient, the intermediary shall deactivate
the user account until the user opts to re-activate the account.

Rule 6: to be modified

The intermediary shall take all reasonable measures to secure its computer resource
and information contained therein following the reasonable security practices and
procedures as prescribed in the Information Technology (Reasonable Security
Practices and Procedures and Sensitive Personal Information) Rules; 2011 or such
other security measures that may be prescribed under the data protection laws
or by the Indian Computer Emergency Response Team (IN-CERT) as may be
relevant.

(P.S: Section 43A is expected to be deleted after PDPA 2018 becomes a law. Hence
the Reasonable Security Practices and Procedure rules’2011 may be infructuous)

Rule 7: to be modified

The intermediary who has more than fifty lakh registered users with identifiable
location in India or is one of intermediaries specifically notified by the government

of India shall:
(i) be a company incorporated under the Companies Act, 1956 or the Companies
Act, 2013;

(i) have a permanent registered office in India with physical address;

(i) Appoint in India, a nodal person of contact and alternate senior designated
functionary, -for 24x7 coordination with law enforcement agencies and
officers to ensure compliance to their orders/requisitions made in accordance
with provisions of law or rules.

(iv)  Register itself as an Intermediary with the IN-CERT with a self certified
confirmation of compliance to this guideline not later than three months
from the date of this notification with the details mentioned in para (iii)
above and details of registration if any under any other law such as the data
protection act if applicable.

(v) Submit an annual confirmation about the continued compliance with updated
information required to be filed under para (iv) above.

Rule 8: to be modified as under

(@) The intermediary
i) upon receiving actual knowledge in the form of a court order, or on being
notified by the appropriate Government or its agency under section
79(3)(b) of Act
i) about any unlawful acts relatable to Article 19(2) of the Constitution of
India such as those in the interests of the sovereignty and integrity of
India, the security of the State, friendly relations with foreign States,
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public order, decency or morality, or in relation to contempt of court,
defamation or incitement to an offence, on its computer resource,
shall remove or disable access to that information without vitiating the evidence in
any manner, as far as possible immediately, but in no case later than twenty-four
hours in accordance with sub-rule (6) of Rule 3.

(b) Further the intermediary shall preserve such information and associated records
such period as may be required by the court or by government agencies who are
lawfully authorised or on receipt of cancellation of the requirement by a subsequent
order.

(c) Any deletion of the information under this rule without a confirmation from the
relevant Court or the Government authority may be liable to be considered as
destruction of evidence.

Rule 9: to be modified as under:

The Intermediary shall deploy such technology based automated tools or appropriate
mechanisms, with appropriate controls, for reasonably identifying unlawful
information or content on a proactive basis and flagging the content as “Considered
Inappropriate”.

Such content flagged as “Considered inappropriate” shall be referred to the Grievance
officer for the purpose for further action.

The Grievance officer shall record-his/her views in writing and initiate further action
as follows..

(a) If the Grievance officer considers that the information is not to be flagged as
inappropriate, he shall record his views as a “Compliance Note” and the
information shall-be retained with suitable tag as may be considered necessary and
the compliance note shall be made available for any security audit by the
regulatory authorities if required.

(b) If the‘grievance officer concludes that the content is inappropriate, or he is unable
to come to a conclusive decision to retain the same, he shall place the specific
content under temporary obfuscation and refer it to the Competent Authority
under Section 69 or 69A of Information Technology Act 2000 as may be relevant,
for further instructions and act in accordance with the instructions received there
from.

(c) If the Competent authority does not confirm the removal of the information for a
period of one week from the date of report, the information shall be reinstated.

(d) If the competent authority confirms that the information shall remain removed, it
shall be archived for legal requirement for a period not less than 3 years.

MeitY/24 of 608



Fdppi.in

(e) While placing any inappropriate content under temporary obfuscation or removal,
the intermediary shall ensure that only the part of the content which is considered
inappropriate shall be obfuscated or removed and not the entire content of which
the objectionable aspect is a part.

(F) Where there is any requirement for blocking of a large part of a content or
removal of an entire URL, such decision shall be as determined by the competent
authority.

Provided that this rule does not authorize the intermediary for decryption of encrypted
information except under the requirement of an appropriate authority authorized under
Section 69 of ITA 2000.

Rule 10: to be modified as under:

The intermediary shall initiate an effective Cyber Security incident report system that
recognizes any event within its technical environment that islikely to cause harm to
any user and report such cyber security incidents with<relevant information to the
Indian Computer Emergency Response Team within a-reasonable time not exceeding
7 days from becoming aware of an incident.

Rule 11: to be modified as under:

The intermediary shall not knowingly deploy or install in or modify the technical
configuration of the user’s computer resource or become party to any such act which
may change or has the potential to change the normal course of operation of the
computer resource than what it is-supposed to perform thereby circumventing any law
for the time being in force:

Provided that the intermediary may develop, produce, distribute or employ
technological means-for the sole purpose of performing the acts of securing the
computer resource and information contained therein subject to it being installed
only with the informed consent of the user.

Rule 12: to be modified as under:

The intermediary shall institute an appropriate dispute resolution system and publish
the details thereof in its website which shall include appointment of a Grievance
Redressal officer whose contact details shall be provided on the website.

The Grievance Officer shall acknowledge the complaint and initiate action for
redressal expeditiously and take such measures as may be necessary to resolve any
Complaints received related to its service ordinarily within one month from the date
of receipt of complaint.

The Intermediary may designate an appropriate “Ombudsman” to assist the user in
resolving his complaint and also initiate action for “Mediation” and “Arbitration” as
per the provisions of the relevant laws in India preferably through an Online Dispute
Resolution system .
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The applicable laws, the jurisdiction of supervisory Courts and place of offline
arbitration shall be in India .

Rule 13: can be modified as under:

Since

there are certain advisories already issued subsequent to the issue of the
Intermediary guidelines of 2011 which is presently being modified, and which are
applicable to certain special categories of Intermediaries such as the need to block
online Child Sexual Abuse Material, or comprehensive guidelines applicable to
Cyber Cafes or Matrimonial Websites,

There would be other guidelines issued under the Proposed Data Protection Act or
under E Commerce Regulations or other regulations, which->may directly or
indirectly be in conflict with these guidelines,

There may be other intermediary specific or sector--specific due diligence
guidelines that may be issued from time to time,

It is necessary to clarify as follows through modification of Rule 13 as follows:

Q) Further to the general guidelines contained herein applicable to all
intermediaries, specific - advisories released in respect of special
categories of intermediaries such as Online Child Sexual Abuse
Material or on Matrimonial Websites or any similar notifications shall
continue to be applicable even after the new guidelines come into
force.

(i)  The guidelines issued hereunder are only in the nature of minimal due
diligence to be observed by intermediaries and does not restrict the
legal responsibilities of the intermediary under any other Act including
the Information Technology Act 2000 or such other relevant laws like
Data Protection Act, Laws or Regulations related to E Commerce,
Banking, Finance, Telecom, Health or Insurance information issued by
the respective regulators etc.

Rule 14: to be introduced

Notwithstanding what is contained above, an intermediary at his sole option may opt
to adopt the “Intermediary Dispute Resolution Policy “ (IDRP) as defined here under.

a)

b)

The Intermediary Dispute Resolution Policy may be created and defined by a
“Intermediary Dispute Management Center” (IDMC) that intends to specialize in
resolving consumer disputes related to the use of Intermediary services and
registered with the IN-CERT

Any Intermediary can voluntarily associate itself to an “Intermediary Dispute
Management Center” and adopt the Intermediary Dispute resolution Policy of that
Center.
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c) The IDRP shall represent the basic commitment provided by the Intermediary for
compliance of the Act and other legal obligations and may include intermediary
specific policies as may be required.

d) After adoption of IDRP the Intermediary may disclose the same in its terms and
conditions and the Privacy Policy that it shall bind itself to the IDRP of the
designated IDMC and that such IDRP shall also be binding on the users. It shall
also inform the users that all disputes relating to the service shall be subject to the
resolution through an Ombudsman/Mediator/Adjudicator as determined by the
policy of the IDMC without any prejudice to the supervisory authority of any
Court in India.

e) Adoption of the IDRP as a means of defining the Terms and Privacy Policy and
it may restrict its policy declarations to only the functional aspects of its service
which will supplement the IDRP.

f) Use of IDRP shall be purely voluntary on the part of the Intermediary.

g) The IN-CERT will receive the necessary applications from-intending IDMC s
along with their self developed “Dispute Resolution Policy Disclosure Document”
and upon satisfaction, shall list such an agency as an-accredited IDMC. Such
approvals will be provided by a committee headed by the Secretary MEITY and
consisting of the Director General of CERT-IN with three co-opted members from
the industry with adequate experience and reputation.

Rule 15: To be introduced:
Since the guidelines require certain technical changes to be implemented by the
industry, it is preferable if a “Compliance Date” is fixed with a time of about 3
months given to the intermediariesto comply and report compliance.

Hence a Rule 15 shall be introduced stating

These guidelines will come into effect 3 months from the date of this notification.

For Foundation of Data Protection Professionals in India
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Shri Pankaj Kumar 23.1.2019
Additional Secretary, Cyber Law

Ministry for Electronics and Information Technology

Government of India

||
w =

Dear Sir,

Subject: JUUL Labs’ Comments/Suggestions on the Draft ¢f “The Information Technology

[Intermediary Guidelines (Amendment) Rules] 2018”
MIT/79/020

It is our honour to submit comments and suggestions on the Draft of “The Information Technology [Intermediary
Guidelines {Amendment) Rules] 2018” (Draft Guidelines) prepared by the Ministry for Electronics and
Information Technology (Meif¥) and circulated for stakeholder comments on 24 December 2018,

JUUL Labs Singapore Holdco Pte Ltd. (JUUL Singapore) is a subsidiary of JUUL Labs UK Holdco Ltd which
manufactures and sells vaping products, Vaping is an alternative for adult smokers looking to make a switch from
combustible cigarette smoking. Being free from tobacco, JUUL vaping products have the potential to be a reduced
harm alternative for adult smokers.

This is supported by the findings of varlous public health institutions and authorities. In its independent
evidentiary review of the subject matter, Public Health England has categorically concluded that “Vaping poses
only a small fraction of the risks of smoking and switching completely from smoking to vaping conveys substantial
health benefits over continued smoking. The previous estimate that, based on curvent knowledge, vaping is at
least 95% less harmful than smoking remains a good way to communicate the large difference in relative risk
unambiguously so that more smokers are encouraged to make the switch from smoking to vaping.” ' Similarly,
the National Academies of Sciences, Engineering and Medicine (NASEM) has concluded in relevant part that
“there is conclusive evidence that completely substituting e-cigarettes for combustible tobacco cigarettes reduces
users’ exposure to numerous toxicant and carcinogens present in combustible tobacco cigarette” and there is
substantial evidence that completely switching from regular use of combustible tobacco products cigarettes to
vaping results in reduced short term adverse health outcomes in several organs systems.”? As such, NASEM has
concluded that “e-cigareties pose less¥isk to an individual than combustible tobaceo cigarettes” and “complete
switching from combustible tobacco cigarettes to e-cigarettes would be expecied to reduce tobacco-related health
risk.? Lead authors of the NASEM report on vaping, Drs. Eaton and St, Helen, also published a follow-on
Evidence to Practice article, which recommended that, “if @ smoker's initial treatment has failed or not been
tolerated, or if the smokerrefuses to use approved medications and counselling and wishes 1o use e-cigarettes 1o
aid quitting, physician should encourage the smoker to switch completely to e-cigareties. We agree with Public
Health England that behavioural support should be provided to smokers who want to use e-cigareltes io help
them quit smoking, and that health professionals should receive education and training in use of e-cigarettes in
quit aitempts.”*

JUUL Singapore is contemplating entering the Indian market in order to sell and distribute its products within
India to adult smokers. JUUL Singapore is supportive of responsible regulation in the category but is concerned
that the proposed regulations will unnecessarily limit the ability for adult smokers to: (1) access information
regarding certain class of products within the ENDS category, and (2} purchase specific products within the ENDS
category.

! McNeill A, Brose LS, Calder R, Bauld L & Robson D (2018). Evidence review of e- cigareties and heated tobacco products 2018. A report
commissioned by Public Health England. London: Public Health England,

* The National Academy of Science, Engineering and Medicine, Committee on the Review of Health Effects of Electronic Nicotine Delivery
Systems, Public Health Consequences of E-Cigarettes 11(2018)

* Ibid

* 8t.Helen, G. and Eaton, D., Public Health Consequence of e-Cigarette Use, 178 JAMA Internal Medicine, 984-86 (July 2018)

JUULLABS.com
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As such, JUUL Singapore has the following comments and suggestions on the Draft Guidelines:

||
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A. Regarding Rule 3(2)(j) ~ Contents of rules and regulation, privacy poliey or user agreement of
intermediaries

Rule 3(2)(j) of the Draft Guidelines requires intermediaries to include in their rules and regulations, privacy policy
or user agreement the condition that users of the intermediary not host, display, upload, modify, publish, transmit,
update or share any information that “threatens public health or safety; promotion of cigarettes or any other
tobacco products or consumption of intoxicant including alcohol and Electronic Nicotine Delivery System (ENDS)
& like products that enable nicotine delivery except for the purpose & in the manner and to the extent, as may be
approved under the Drugs and Cosmetics Act, 1940 and Rules made thereunder™.

1. ENDS outside the scope of the Drugs and Cosmetics Act. 1940

The Draft Rule 3(2){j) proposes that ENDS can be promoted through an intermediary to the extent that is approved
under the Drugs and Cosmetics Act, 1940 (DC Acr). However, the Drugs Consultative Committee (DCC) in its
48" Meeting held on 24 July 2015, held that “E-cigarettes are not covered under the definition of the term ‘drug’
and therefore do not come under the purview of Drugs and Cosmetics Act, 1940. E-cigarettes therefore cannot be
regulated under the provisions of the said Act,” In 2018, the Central Government issued an Advisory which also
acknowledged that ENDS are not, as of now, regulated under the DC Act.

There is, therefore, an inconsistency in expecting regulation for ENDS products under the DC Act, when ENDS
products lie outside the scope of regulation of the said Act. Should Rule 3(2)(j) be enforced, it would create an
absurdity in the law by preseribing an impossible event.

It is a well-known principle of interpretation that an amendment in-the law must not lead to an absurdity in the
interpretation of pre-existing laws.® To that extent, Rule 3(2){j) is not sound in law and must be suitably amended

to remove references to ENDS entirely.

2. Over-regulation of product promotion

Restrictions on promotion and advertisement of consumer products already exist under laws and regulations such
as the Consumer Protection Act, 1986 (CPA), the Advertising Standards Council of India {4SC/) and other sector-
specific legislation. All these existing frameworks operate to prohibit false and misleading advertisements,
including advertisements that give a false impression of the qualities or characteristics of a product, or make false
claims about the efficacy or utility of a product, or are false and misleading in any other respect. Thus, to the
extent that promotional material for ENDS adheres to these pre-existing regulations and guidelines, the content
should not be further regulated.

Honest and scientific information regarding consumer products, which is verifiable as per the standards laid down
under the existing laws and regulations, should be made available to the public to increase consumer awareness
and to facilitate-informed decision-making among consumers. Information asymmetry regarding available
products takes away the right of the consumer to know what is available in the market and to make informed
product choices,

The lack of information regarding a potential reduced harm alternative to combustible, tobacco-based cigarettes
will also be a negation of the Rights of the Consumer under the CPA. A consumer is entitled to be assured of
access to a variety of goods at competitive prices. A consumer is also entitled to information regarding goods and
services in order to be protected against unfair trade practices. Making information about diverse products
available to consumers is the only way to ensure such access. The absence of honest and scientific information
regarding electronic vaping products will deny consumers the opportunity to access a potentially reduced harm
alternative to tobacco-based cigarettes. Consumers will also be denied of the opportunity to convert from
combustible, tobacco-based cigarettes to a potentially reduced harm alternative. Further, hiding information about

3 Please find the report of the 48" DCC Meeting here.
¢ See for example: Shamarao V. Parulekar vs. The District Magistrate, Thana, Bombay and Ors., AIR 1952 SC 324.

) JUULLABS.com
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products facilitates a scenario where misinformation will thrive, hurting the interests of both the consumer and
the industry.
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The freedom to carry on any trade or business is a Fundamental Right and has the full protection of the Constitution
under Article 19(1)(g). Subordinate legislation in the nature of guidelines cannot abrogate the Constitution. In
fact, any such abrogation of a Fundamental Right will render the guidelines void to that extent under Article 13(2)
of the Constitution. To the extent that the Draft Guidelines contradict Article 19(1)(g), they will be rendered null
and void in the law. Similarly, to the extent that the Draft Guidelines restrict speech under Article 19(1), they will
also be found null and void vis-a-vis Article 13(2).

3. Electronic vaping products are a distinct class of products

It is important to note that, while ENDS products have been categorized in the Draft Guidelines as a single
category, the ENDS category in fact includes many different types of differing products, which are not comparable
and should not be grouped together for regulatory purposes.

Some ENDS products are a purely recreational or lifestyle choice, such as e-hookahs and e-shisha. On the other
hand, electronic vaping products such as JUUL are a potentially reduced harm alternative that are used by adult
smokers seeking to make a switch from combustible cigarettes, and are potentially useful in combustible tobacco
cessation efforts.

Recent reports from the Public Health England, American Cancer Society,-Cancer Research UK, Royal College
of Physicians and National Academy of Sciences, Engineering and Medicines have stated that vaping is a less
harmful alternatives to combustible smoking. Further, as mentioned above, Public Health England has
categorically stated that vaping at least 95% less harmful than/smoking and they are actively promoting it as a
tobacco cessation product. In fact, Public Health England’s evidentiary review, it was found that an upper bound
estimate for 2017 reveals that 57,000 people succeeded in‘quitting’smoking altogether on account of vaping. The
restrictions proposed under the Draft Rules will deny adult smokers the opportunity to access information and
products, which could help them in making informed decisions and switching to a potentially safer alternative.’

4. Recommendation

It is recommended that Rule 3(2)(j) be-modified to not introduce additional restrictions on advertisements or
promotional material for ENDS produets that are in compliance with pre-existing laws and regulations.

In the alternative, it is recommended that Rule 3(2)(j) be modified to exclude electronic vaping products from the
category of ENDS products.

B. Regarding Rule 8 — Intermediary to remove information under Article 19(2)

Rule 8 of the Draft Guidelines empowers the intermediary to “remove or disable access to unlawful acts relatable
to Article 19(2) of the Constitution of India such as in the interests of the sovereignty and integrity of India, the
security of the State, friendly relations with foreign States, public order, decency or morality, or in relation to
contempt of court, defamation or incitement to an offence, on its computer resource without vitiating the evidence

in any manner, as far as possible immediately, but in no case later than twenty-four hours in accordance with
sub-rule (6) of Rule 3.”

1. Contradictory to the Shreva Singhal Judgment

In 2015, the Supreme Court held in the case of Shreya Singhal vs. Union of India that neither discussion nor
advocacy of an issue can be grounds to attract Article 19(2) of the Constitution. Accordingly, Section 66A of the

"MeNeill A, Brose LS, Calder R, Bauld L & Robson D (2018). Evidence review of e- cigarettes and heated tobacco products 2018. A report
commissioned by Public Health England. London: Public Health England.; See alse hitps //www .cancer org/healthy/stay-away-from-
tobacco/e-cigarette-position-statement html; https:/scienceblog.cancerresearchuk.org/2016/04/28/reducing-the-harm-of-tobacco-could-e-
cigarettes-be-part-of-the-solution/; Royal College of Physicians. Nicotine without smoke: Tobacco harm reduction. London: RCP, 2016; The
National Academy of Science, Engineering and Medicine. Committee on the Review of Health Effects of Electronic Nicotine Delivery
Systems, Public Health Consequences of E-Cigarettes 11(20
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IT Act was struck down as unconstitutional. By seeking to remove promotional material from the internet, the
Draft Guidelines are attempting a subversion of the law laid down by the Supreme Court.?

2. Delegation of Governmental Powers to Private Bodies

In essence, Rule § of the Draft Guidelines delegates constitutional powers to non-legislative, non-governmental
bodies. Empowering private bodies to exercise power under Article 19(2) of the Constitution is ultra vires the
delegation of power framework since the Legislature is empowered to delegaie power only to administrative
bodies, not to private bodies.” Rather than providing specific directions on the scope of the intermediary’s powers
and duties, constitutional powers are being delegated to intermediaries, who are private bodies, and not
accountable to the people in any way for their actions. This gives rise to tremendous scope of misuse and abuse
of power, random and unfettered abrogation of the freedom of speech and expression, and will severely curtail
the freedom of trade and commerce.

The Supreme Court has held that *“When the Constitution entrusts the duty of law-making to Parlicinent and the
Legislatures of States, it impliedly prohibits them to throw away that responsibility on the shoulders of some other
authority.”'? In the present case, the entity on whose shoulders the Legislature is delegating this responsibility is
not even an appropriate authority under the Constitution but a private body not accountable to the public in any
way.

3. Excessive delegation

In applying the test of “excessive delegation”, apart from considering the breadth of the discretion conferred by
an Act to promulgate delegated legislation, the courts also examine the procedural safeguards contained in the
Act against misuse of power. A completely unlimited blanket power where there is neither any guidance to the
delegate, nor any procedural safeguards against improper exercise of power by the delegate, can be held invalid
as excessive delegation.!! In the present scenario, no procedural safeguards have been provided to users of the
intermediary services against the removal of their content by intermediaries. Thus, it is submitted that, Rule § of
the Draft Guidelines is bad in law.

3. Recommendation

The power to judge whether certain speech or‘expression is ultra vires Article 19(2) is a power that has been
intrinsically granted to the courts. Courts-are empowered to exercise due procedure and provide reasoned orders
to hold find certain forms of speech and expression to be within the scope of 19(2). The power of courts cannot
be usurped by intermediaries and private bodies, nor can speech be restricted arbitrarily, In light of these
considerations, we recommend that Rule 8, being unnecessary, be reconsidered and diluted to the extent that
intermediaries only provide logistical support in removing content that courts have, after the application of due
procedure and through a reasoned order, found to be within the scope of Article 19(2).

C. Regarding Rule 9 — Automated Tools to Remove Content
Rule 9 of the Draft Guidelines provides intermediaries the power to “deploy technology based automated tools or
appropriate mechanisms, with appropriate controls, for proactively identifving and removing or disabling public

access to unlewful information or content™.

1. Arbitrary Removal of Content without Application of Mind

Allowing automated tools to identify and remove information and content will lead to arbitrary removal of content
and information which will result in a violation of both Article 19(1)(a) and Article 19(1)(g). Such an action will
be the same as taking executive action without due application of mind, which is prohibited in the law. An
automated tool which is identifying certain keywords on the internet and deleting content on such basis will end
up removing not just promotional material but also educational information and information that has been put out

® AIR 2015 SC 1523,

* This position has been adopted by various High Courts. See for example: Md. Abdur Raquib and Anr vs. Secretary, West Bengal
Madrasah Education Board and Ors, AIR 1994 Cal 122,

' Kishan Prakash Sharma and Ors. vs. Union of India (UQI) and Ors., AIR 2001 SC 1493,

" Kishan Prakash Sharma and Ors. vs. Union of India (UQ1) and Ors., AFR 2001 8C 1493,
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in the interest of the public. This will result in complete arbitrariness and chaos in the exercise of free speech as
well as conducting trade and commerce.
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2. Recommendation

It is recommended that Rule 9 be amended in a manner that the automated tools only identify keywords, but the
analysis and actual removal of content be carried out after due application of the human mind.

Conclusion

It is our humble submission that the Draft Guidelines be amended according to the above suggestions and
recommendations. To this end, we will be happy to assist in any additional drafting exercises, or further input, as
may be required.

Kind regards,

-y Aa
{e;BisﬁM

Vice-President, International Growth,
JUUL Labs

_ JUULLABS.com
S Battery Road #15-01LMYP Centre, SINGARPORE 049910
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Enclosure

Detailed Comments and Recommendations

l. Regulation of Intermediaries

a. While regulatory regimes in Asia have been concerned over determining the nature of online
content and whom to hold liable for such content, several countries have imposed liability on
intermediaries for content uploaded on their platforms on the grounds of national security.
The majority of ASEAN countries such as Thailand, Myanmar, Cambodia, Vietham and the
Philippines have enacted cybersecurity measures: to enforce additional penalties on
intermediaries that do not screen content. However, such measures have resulted in
significant restrictions being placed on civil liberties 'owing to pre-censorship. Specifically, in
India, pre-screening of content by an intermediary is not permitted under the law and
principles upheld by the Indian judiciary-in light of the constitutional guarantees of the
freedom of speech and expression available to Indian citizens.

b. Legal regimes worldwide recognize that intermediaries must be given protection from legal
liability that may arise due to.any unlawful content posted by their users. To support this
stance, countries across the world, and India provide intermediaries ‘safe harbour protection’
from any user generated: or third-party content made available on its platforms. Safe harbour
protection refers to a legal exemption or immunity that allow intermediaries to host content as
a neutral platform without being liable for any such content. As an example of the tangible
impact limiting safe harbour protections can have on an economy, a 2017 study by NERA
Economic Consulting found that weakening intermediary liability safe harbour protections
would cause-the US economy to lose 4.25 million jobs and US$440 billion in GDP every 10
years —affecting SMEs the most.!

c. In this context, it is relevant to note that countries across the world draw from the Manila
Principles for this purpose, which sets out standards and best practices for countries to follow,
while structuring their regulations for intermediary liability. These include:

1. Intermediaries should be shielded from liability for third-party content uploaded on
their platform;

2. Content must not be restricted unless there is an order by a competent judicial
authority;

3. Requests for restriction of content must be clear, unambiguous, and follow due
process;

4. Laws and content restriction orders must comply with the tests of legality, necessity,
and proportionality; and

5. Transparency and accountability must be incorporated into the laws.

According to Article 19 of the Universal Declaration of Human Rights, free expression online
is a human right. It states: “Ever